### Relatório “20 - Prática: Reconhecimento de Emoções com TensorFlow 2.0 e Python (III)”

O reconhecimento de emoções é usado na inteligência artificial para que o algoritmo aja mais naturalmente, por exemplo em chat-bots de atendimento e assistentes virtuais, se você estiver triste, a IA irá mudar o tratamento como um humano. O ramo que estuda e desenvolve isso é o da Computação Afetiva.

### Fazendo detecções com modelos pré treinados:

No Google Colab, algumas funções de algumas bibliotecas não funcionam por padrão, nesses casos usamos:

from google.colab.patches import (biblioteca) (função)

Ex: from.google.colab.patches import cv2 imshow

Será usado uma versão específica do TensorFlow: %tensorflow\_version 2.x

import tensorflow

from tensorflow.keras.models import load\_model

from tensorflow.keras.preprocessing.image import img\_to\_array

tensorflow.\_\_version\_\_

Nesse projeto vamos usar arquivos ZIP direto do google drive:

from google.colab import drive

drive.mount('/content/gdrive')

Para extrairmos o zip:

path = "/content/gdrive/My Drive/Material.zip"

zip\_object = zipfile.ZipFile(file = path, mode = "r")

zip\_object.extractall('./')

zip\_object.close

No OpenCV temos a classe CascadeClassifier que faz as detecções de objetos, foi passado um XML com os parâmetros para detectar faces.

ROI (Região de interesse):

Primeiro detectamos as faces:

original = imagem.copy()

faces = face\_detection.detectMultiScale(original, scaleFactor = 1.1,

minNeighbors = 3, minSize = (20,20))

Ao chamar a variável faces, ela retornará a posição X, Y onde terá uma face e o tamanho da área onde contém o rosto:

array([[162, 40, 128, 128]], dtype=int32)

Será uma matriz contendo vetores referentes a cada rosto detectado, nesse caso temos apenas um vetor pois detectou apenas um rosto.

Tendo apenas uma dimensão de cores, a nossa área de interesse terá apenas duas dimensões, facilitando o trabalho:

cinza = cv2.cvtColor(original, cv2.COLOR\_BGR2GRAY)

Após convertermos, finalmente vamos definir nossa área de interesse:

roi = cinza[40:40 + 128, 162:162 + 128]

Se chamarmos imshow com essa área de interesse, mostrará apenas o rosto que será detectado.

128x128 ainda é um tamanho desnecessariamente grande para nosso objetivo, então vamos redimensionar a imagem para 48x48:

roi = cv2.resize(roi, (48, 48))

roi.dtype

dtype('uint8')

O tipo de dados padrão é “8-bit unsigned int”, valores de 0 a 255, vamos converter para Float para que possamos ter valores de 0 a 1 que indicam percentuais:

roi = roi.astype('float')

roi = roi / 255

E por fim vamos converter a imagem em um vetor para que o TensorFlow possa lê-la:

roi = img\_to\_array(roi)

roi = np.expand\_dims(roi, axis = 0)

Essa ultima linha adiciona mais uma dimensão de linha onde

roi.shape

(1, 48, 48, 1): quantidade de imagens, y, x, canais de cores

E finalmente vamos fazer o algoritmo predizer as emoções da imagem, retornando uma probabilidade para cada emoção:

preds = classificador\_emocoes.predict(roi)[0]

Chamando preds:

array([1.6802111e-05, 5.7679777e-09, 1.1206568e-05, 9.9066460e-01,

1.8033772e-05, 1.8518280e-05, 9.2708217e-03], dtype=float32)

Pegaremos a posição do maior valor desse vetor:

preds.argmax()

3

E vendo qual o índice 3 do vetor de expressões, mostrou que o dono do rosto estava feliz:

label = expressoes[preds.argmax()]

label

'Feliz'

### Criando uma rede neural convolucional para detectar as emoções, arquitetura 1:

Para isso vamos usar o dataset fer2013, já vamos usar ele já extraído em formato CSV. Dele, vamos pegar apenas os valores dos pixels de cada imagem.

pixels = data['pixels'].tolist()

Cada objeto dessa lista representa uma imagem, em formato string onde cada valor de pixel está separado do outro por espaço. Por conta disso, vamos converter em vetor de inteiros:

largura, altura = 48, 48

faces = []

amostras = 0

for pixel\_sequence in pixels:

face = [int(pixel) for pixel in pixel\_sequence.split(' ')]

face = np.asarray(face).reshape(largura, altura)

faces.append(face)

if (amostras < 10):

cv2\_imshow(face)

amostras += 1

O segundo for já converte os pixels em inteiros considerando que estão separados por espaço, logo abaixo converte a lista em vetor e reformula com as dimensões da largura e altura de imagem, em seguida eles são adicionados em uma lista “faces”, ou seja, a lista “faces” contém vetores que representam as imagens, cada um deles tem 48 outros vetores dentro que representam as linhas com 48 valores cada que representam as colunas. Para testarmos se a conversão deu certo, podemos usar o imshow para mostrar o vetor “face” como imagem, mostrando as imagens vemos que deu certo.

Em seguida converteremos a lista “faces” em vetor:

faces = np.asarray(faces)

Um vetor de vetores contendo outros vetores, parece uma grande matrioska.

faces.shape

(35887, 48, 48)

Se consultarmos o formato de faces com shape, dará que temos 35887 itens, cada item contendo 48 vetores, com 48 valores cada, ou seja, 35887 imagens de resolução 48x48.

Após isso, vamos adicionar mais uma dimensão para ficar no formato do TensorFlow, onde temos como shape a quantidade de imagens, altura, largura e quantos canais de cores.

faces = np.expand\_dims(faces, -1)

Sendo esse -1 indicando que queremos essa nova dimensão como ultimo item.

Fazendo o shape desse novo vetor confirmamos o formato apropriado para o TensorFlow:

faces.shape

(35887, 48, 48, 1)

E por fim vamos normalizar os valores dos pixels para um range de 0 a 1 para facilitar no processamento:

def normalizar(x):

x = x.astype('float32')

x = x / 255.0

return x

faces = normalizar(faces)

Agora para podermos comparar as probabilidades de cada emoção de acordo com a rede neural, vamos converter os valores das emoções para dummies:

emocoes = pd.get\_dummies(data['emotion']).values

Todos esses passos anteriores foi o pré processamento dos dados, agora vamos mexer com a rede neural.

Para criarmos a rede neural convolucional vamos importar umas funções:

from sklearn.model\_selection import train\_test\_split

from tensorflow.keras.models import Sequential

from tensorflow.keras.layers import Dense, Dropout, Activation, Flatten

from tensorflow.keras.layers import Conv2D, MaxPooling2D, BatchNormalization

from tensorflow.keras.losses import categorical\_crossentropy

from tensorflow.keras.optimizers import Adam

from tensorflow.keras.regularizers import l2

from tensorflow.keras.callbacks import ReduceLROnPlateau, EarlyStopping, ModelCheckpoint

from tensorflow.keras.models import load\_model

from tensorflow.keras.models import model\_from\_json

Há várias funções que já usamos alguma vez aqui, mas há algumas inéditas bem interessantes tipo:

from tensorflow.keras.regularizers import l2

Usado para diminuirmos o overfitting e aumentar o desempenho da rede neural, ele adiciona uma penalidade caso o erro da rede esteja alto. Para mais detalhes consultar Regularizers na documentação do Keras.

from tensorflow.keras.callbacks import ReduceLROnPlateau, EarlyStopping, ModelCheckpoint

Callbacks são funções que permitem utilizar certos recursos durante o treinamento do modelo.

EarlyStopping faz a parada automática a partir do momento que a rede não consegue se adaptar muito.

ModelCheckpoint salva o melhor modelo de acordo com o desempenho.

Nesse modelo não vamos usar apenas conjuntos de treino e teste, vamos também usar mais uma parte para validação.

Essa base de validação é usada toda vez que encerrar uma época de treinamento para validação em tempo real, ela é extraída da base de treinamento.

Recapitulando alguns termos:

Batch Size: quantidade de itens do conjunto de treinamento usados a cada atualização dos pesos.

num\_features: Número de filtros/mapas de características da rede.

De resto criamos as camadas convolucionais de forma similar ao que já vimos com as variáveis adicionais:

num\_features = 64

num\_labels = 7

batch\_size = 64

epochs = 100

width, height = 48, 48

model = Sequential()

model.add(Conv2D(num\_features, kernel\_size=(3,3), activation='relu',

input\_shape=(width, height, 1), data\_format = 'channels\_last',

kernel\_regularizer = l2(0.01)))

model.add(Conv2D(num\_features, kernel\_size=(3,3), activation='relu', padding='same'))

model.add(BatchNormalization())

model.add(MaxPooling2D(pool\_size=(2,2), strides=(2,2)))

model.add(Dropout(0.5))

model.add(Conv2D(2\*num\_features, kernel\_size=(3,3), activation='relu', padding='same'))

model.add(BatchNormalization())

model.add(Conv2D(2\*num\_features, kernel\_size=(3,3), activation='relu', padding='same'))

model.add(BatchNormalization())

model.add(MaxPooling2D(pool\_size=(2,2), strides=(2,2)))

model.add(Dropout(0.5))

model.add(Conv2D(2\*2\*num\_features, kernel\_size=(3,3), activation='relu', padding='same'))

model.add(BatchNormalization())

model.add(Conv2D(2\*2\*num\_features, kernel\_size=(3,3), activation='relu', padding='same'))

model.add(BatchNormalization())

model.add(MaxPooling2D(pool\_size=(2,2), strides=(2,2)))

model.add(Dropout(0.5))

model.add(Conv2D(2\*2\*2\*num\_features, kernel\_size=(3,3), activation='relu', padding='same'))

model.add(BatchNormalization())

model.add(Conv2D(2\*2\*2\*num\_features, kernel\_size=(3,3), activation='relu', padding='same'))

model.add(BatchNormalization())

model.add(MaxPooling2D(pool\_size=(2,2), strides=(2,2)))

model.add(Dropout(0.5))

model.add(Flatten())

model.add(Dense(2\*2\*2\*num\_features, activation='relu'))

model.add(Dropout(0.4))

model.add(Dense(2\*2\*num\_features, activation='relu'))

model.add(Dropout(0.4))

model.add(Dense(2\*num\_features, activation='relu'))

model.add(Dropout(0.5))

model.add(Dense(num\_labels, activation = 'softmax'))

model.summary()

Compilação do modelo:

model.compile(loss = 'categorical\_crossentropy',

optimizer = Adam(lr = 0.001, beta\_1=0.9, beta\_2=0.999, epsilon=1e-7),

metrics = ['accuracy'])

beta\_1 e beta\_2: Taxa de decaimento exponencial.

episolon: Valor muito pequeno usado para evitar divisões por zero na implementação do otimizador.

Arquivos H5 salvam os pesos, JSON salvam a estrutura da rede neural.

lr\_reducer = ReduceLROnPlateau(monitor='val\_loss', factor = 0.9, patience=3, verbose = 1)

early\_stopper = EarlyStopping(monitor='val\_loss', min\_delta=0, patience = 8, verbose = 1, mode = 'auto')

checkpointer = ModelCheckpoint(arquivo\_modelo, monitor='val\_loss', verbose = 1, save\_best\_only=True)

monitor: Definimos a variável que a função verificará, nesse caso é o erro do conjunto de validação.

Plateau: Ponto da rede neural que não temos mais progresso, ou seja, quando o erro não está diminuindo e nem a acurácia aumentando.

factor: percentual do learning rate que se tornará o novo learing rate caso não haja melhorias.

patience: Tolerância máxima de épocas sem melhoria, no caso do lr\_reducer, se rodar 3 épocas e não houver melhoria, a função entrará em ação.

verbose: Se for 1, diz para mostrar se a função foi executada.

Fato confirmado: No módulo 18, o modelo com 10 dimensões latentes teve um resultado superior ao com 50, e em outros módulos anteriores acontecia de certas épocas antes de terminar, ter uma acurácia maior e menor erro. As vezes, muitas épocas faz o algoritmo acabar estragando os pesos e piorando, por conta disso é importante usar o early\_stopper não apenas para economizar recursos e tempo.

Salvando a arquitetura do modelo em um JSON:

model\_json = model.to\_json()

with open(arquivo\_modelo\_json, 'w') as json\_file:

json\_file.write(model\_json)

Treinando o modelo:

history = model.fit(np.array(X\_train), np.array(y\_train),

batch\_size = batch\_size,

epochs = epochs,

verbose = 1,

validation\_data = (np.array(X\_val), np.array(y\_val)),

shuffle=True,

callbacks=[lr\_reducer, early\_stopper, checkpointer])

Muito similar ao visto anteriormente, com a diferença que aqui definimos os callbacks.

A acurácia final do código é verificada usando a base de testes como visto anteriormente, usamos a função evaluate para saber o erro e acurácia finais:

scores = model.evaluate(np.array(X\_test), np.array(y\_test), batch\_size = batch\_size)

print('Acurácia: ' + str(scores[1]))

print('Erro: ' + str(scores[0]))

Acurácia: 0.61799943

Erro: 1.1469147179611017

Para verificarmos a matriz de confusão, antes é bom salvarmos os dados usados anteriormente no formato do NumPy:

np.save('mod\_xtest', X\_test)

np.save('mod\_ytest', y\_test)

### Usando o modelo criado e salvo anteriormente:

Agora vamos carregar os dados para usarmos na matriz de confusão, isso já pode ser feito em outro ambiente pois já são o modelo e pesos salvos, sem ligação com o código da CNN:

true\_y = []

pred\_y = []

x = np.load('mod\_xtest.npy')

y = np.load('mod\_ytest.npy')

Carregar o modelo:

json\_file = open(arquivo\_modelo\_json, 'r')

loaded\_model\_json = json\_file.read()

json\_file.close()

loaded\_model = model\_from\_json(loaded\_model\_json)

loaded\_model.load\_weights(arquivo\_modelo)

Os pesos “arquivo\_modelo” foram salvos automaticamente com a função de callback.

Agora vamos fazer as previsões em cima do modelo salvo:

y\_pred = loaded\_model.predict(x)

A previsão foi feita para todas as imagens de teste.

Serão criadas duas variáveis que receberão as previsões e os dados verdadeiros em formato de lista:

yp = y\_pred.tolist()

yt = y.tolist()

count = 0

for i in range(len(y)):

yy = max(yp[i])

yyt = max(yt[i])

pred\_y.append(yp[i].index(yy))

true\_y.append(yt[i].index(yyt))

if (yp[i].index(yy) == yt[i].index(yyt)):

count += 1

acc = (count / len(y)) \* 100

print('Acurácia no conjunto de teste: ' + str(acc))

Acurácia no conjunto de teste: 61.79994427417108

Esse código acima compara as maiores probabilidades previstas com os valores reais e calcula a acurácia manualmente.

np.save('truey\_mod01', true\_y)

np.save('predy\_mod01', pred\_y)

E com isso salvamos os valores reais e os previstos após carregar o modelo salvo, que usaremos na matriz de confusão.

cm = confusion\_matrix(y\_true, y\_pred)

expressoes = ['Raiva', 'Nojo', 'Medo', 'Feliz', 'Triste', 'Surpreso', 'Neutro']

titulo = 'Matriz de Confusão'

Criamos a matriz de confusão, é possível vê-la chamando pelo nome dela (cm), mas podemos vê-la de forma mais detalhada usando o Matplotlib:

import itertools

plt.imshow(cm, interpolation='nearest', cmap=plt.cm.Blues)

plt.title(titulo)

plt.colorbar()

tick\_marks = np.arange(len(expressoes))

plt.xticks(tick\_marks, expressoes, rotation = 45)

plt.yticks(tick\_marks, expressoes)

fmt = 'd'

thresh = cm.max() / 2.

for i, j in itertools.product(range(cm.shape[0]), range(cm.shape[1])):

plt.text(j, i, format(cm[i, j], fmt), horizontalalignment='center', color='white' if cm[i,j] > thresh else 'black')

plt.ylabel('Classificação correta')

plt.xlabel('Predição')

plt.savefig('matriz\_confusao\_mod01.png')

Saída:

![](data:image/png;base64,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)

### Outras arquiteturas:

As demais arquiteturas usam estruturas bem similares, com diferença nos parâmetros como quantidade de filtros, batch\_size, kernel\_initializer, função de ativação, Dropout e quantidade de camadas. Podemos se basear em outras arquiteturas já feitas desde que seja permitido.

### Comparando modelos salvos:

Podemos comparar modelos salvos para saber qual o melhor, o seguinte código faz isso, usa o mesmo dataset e porções salvos na primeira arquitetura.

from tensorflow.keras.models import load\_model

import operator

# Nome dos modelos que serão comparados

arquivos\_modelos = ["modelo\_01\_expressoes.h5", "modelo\_02\_expressoes.h5", "modelo\_03\_expressoes.h5", "modelo\_04\_expressoes.h5", "modelo\_05\_expressoes.h5"]

modelos = {}

x\_test = np.load('Material/mod\_xtest.npy')

y\_test = np.load('Material/mod\_ytest.npy')

for modelo in arquivos\_modelos:

model = load\_model('Material/' + modelo)

# Calcula a acurácia do modelo obtida ao testar na base de teste

scores = model.evaluate(np.array(x\_test), np.array(y\_test), batch\_size=64)

print("---"+ str(modelo) +"---")

print("Perda/Loss: " + str(scores[0]))

print("Acurácia: " + str(scores[1]))

modelos[modelo] = str(scores[1])

print("\n")

Saída:

---modelo\_01\_expressoes.h5---

Perda/Loss: 1.0704169079150685

Acurácia: 0.63917524

---modelo\_02\_expressoes.h5---

Perda/Loss: 1.011896936947936

Acurácia: 0.6411257

---modelo\_03\_expressoes.h5---

Perda/Loss: 1.073169717726584

Acurácia: 0.6308164

---modelo\_04\_expressoes.h5---

Perda/Loss: 1.1690520508337832

Acurácia: 0.61604905

---modelo\_05\_expressoes.h5---

Perda/Loss: 1.8206109304420128

Acurácia: 0.24547228

Em casos que testamos vários modelos, podemos ordenar pela acurácia para ver quais os melhores, o do índice zero será o melhor:

# Ordena em ordem decrescente os modelos com base no valor da acurácia

order\_modelos = sorted(modelos.items(), key=operator.itemgetter(1), reverse=True)

print(order\_modelos)

('modelo\_02\_expressoes.h5', '0.6411257')

O seguinte código carrega o modelo, roda e mostra em uma foto real qual a emoção e as probabilidades:

imagem = cv2.imread("Material/testes/teste\_gabriel.png")

cascade\_faces = 'Material/haarcascade\_frontalface\_default.xml'

caminho\_modelo = 'Material/' + str(order\_modelos[0][0]) #ver saida acima

face\_detection = cv2.CascadeClassifier(cascade\_faces)

classificador\_emocoes = load\_model(caminho\_modelo, compile=False)

expressoes = ["Raiva", "Nojo", "Medo", "Feliz", "Triste", "Surpreso", "Neutro"]

from tensorflow.keras.models import load\_model

from tensorflow.keras.preprocessing.image import img\_to\_array

# Carrega o modelo

face\_detection = cv2.CascadeClassifier(cascade\_faces)

classificador\_emocoes = load\_model(caminho\_modelo, compile=False)

expressoes = ["Raiva", "Nojo", "Medo", "Feliz", "Triste", "Surpreso", "Neutro"]

original = imagem.copy()

faces = face\_detection.detectMultiScale(original,scaleFactor=1.1,minNeighbors=3,minSize=(20,20))

cinza = cv2.cvtColor(original, cv2.COLOR\_BGR2GRAY)

if len(faces) > 0:

for (fX, fY, fW, fH) in faces:

roi = cinza[fY:fY + fH, fX:fX + fW]

roi = cv2.resize(roi, (48, 48))

roi = roi.astype("float") / 255.0

roi = img\_to\_array(roi)

roi = np.expand\_dims(roi, axis=0)

preds = classificador\_emocoes.predict(roi)[0]

print(preds)

emotion\_probability = np.max(preds)

label = expressoes[preds.argmax()]

cv2.putText(original, label, (fX, fY - 10), cv2.FONT\_HERSHEY\_SIMPLEX, 0.65, (0, 0, 255), 2, cv2.LINE\_AA)

cv2.rectangle(original, (fX, fY), (fX + fW, fY + fH),(0, 0, 255), 2)

else:

print('Nenhuma face detectada')

probabilidades = np.ones((250, 300, 3), dtype="uint8") \* 255

# Mostra gráfico apenas se detectou uma face

if len(faces) == 1:

for (i, (emotion, prob)) in enumerate(zip(expressoes, preds)):

# Nome das emoções

text = "{}: {:.2f}%".format(emotion, prob \* 100)

w = int(prob \* 300)

cv2.rectangle(probabilidades, (7, (i \* 35) + 5),

(w, (i \* 35) + 35), (200, 250, 20), -1)

cv2.putText(probabilidades, text, (10, (i \* 35) + 23),

cv2.FONT\_HERSHEY\_SIMPLEX, 0.45,

(0, 0, 0), 1, cv2.LINE\_AA)

cv2\_imshow(probabilidades)

cv2.imwrite("captura.jpg",original)

cv2.destroyAllWindows()

### Detecç**ões de emoções em vídeos:**

Vamos usar os mesmos modelos que salvamos, para usá-lo em videos terá uma implementação um pouco diferente:

import cv2

import numpy as np

import time

import pandas as pd

import matplotlib.pyplot as plt

from google.colab.patches import cv2\_imshow

import zipfile

import tensorflow

from google.colab import drive

drive.mount('/content/gdrive')

path = "/content/gdrive/My Drive/Videos.zip"

zip\_object = zipfile.ZipFile(file=path, mode="r")

zip\_object.extractall("./")

from tensorflow.keras.models import load\_model

diretorio = 'gdrive/My Drive/Cursos/Deteccao\_Expressoes\_Faciais/' # diretorio do drive onde estão os arquivos do curso

# vamos utilizar o Modelo da Arquitetura 2 pois foi o que se saiu melhor em nossos testes

model = load\_model(diretorio + "modelo\_02\_expressoes.h5")

arquivo\_video = diretorio + "testes/video\_teste06.MOV"

cap = cv2.VideoCapture(arquivo\_video)

conectado, video = cap.read()

print(video.shape) # mostra as dimensões do video

redimensionar = True

# deixe True para reduzir o tamanho do vídeo salvo caso este supere a largura máxima que vamos especificar abaixo.

# para manter o tamanho original deixe False

largura\_maxima = 600 # pixels. define o tamanho da largura (máxima) do vídeo a ser salvo. a altura será proporcional e é definida nos calculos abaixo

# se redimensionar = True então o video que será salvo terá seu tamanho em pixels reduzido SE for maior que a largura\_maxima

if (redimensionar and video.shape[1]>largura\_maxima):

# precisamos deixar a largura e altura proporcionais (mantendo a proporção do vídeo original) para que a imagem não fique com aparência esticada

proporcao = video.shape[1] / video.shape[0]

# para isso devemos calcular a proporção (largura/altura) e usaremos esse valor para calcular a altura (com base na largura que definimos acima)

video\_largura = largura\_maxima

video\_altura = int(video\_largura / proporcao)

else:

video\_largura = video.shape[1]

video\_altura = video.shape[0]

# se redimensionar = False então os valores da largura e altura permanecerão os mesmos do vídeo original

# nome do arquivo de vídeo que será salvo

nome\_arquivo = diretorio+'resultado\_video\_teste06.avi'

# definição do codec

fourcc = cv2.VideoWriter\_fourcc(\*'XVID')

# FourCC é um código de 4 bytes usado para especificar o codec de vídeo. A lista de códigos disponíveis pode ser encontrada no site fourcc.org

# Codecs mais usados: XVID, MP4V, MJPG, DIVX, X264...

# Por exemplo, para salvar em formato mp4 utiliza-se o codec mp4v (o nome do arquivo também precisa possuir a extensão .mp4)

# fourcc = cv2.VideoWriter\_fourcc(\*'mp4v')

# FPS - frames por segundo

fps = 24

# se quiser deixar o video um pouco mais lento pode diminuir o numero de frames por segundo para 20

saida\_video = cv2.VideoWriter(nome\_arquivo, fourcc, fps, (video\_largura, video\_altura))

from tensorflow.keras.preprocessing.image import img\_to\_array

# define se deixa no modo detalhado, que exibirá no canto da tela as barras com as probabilidades de cada emoção

# esse modo é pra ser usado de preferência com vídeos onde tem apenas um rosto em foco

# (não tem problema se aparecer outros rostos menores no fundo, pois abaixo colocamos uma condição para que seja considerado apenas a face com maior área.

# o importante é que não tenha mais de um rosto em foco disputando a atenção da cena)

unica\_face = True

# se deixar False então o programa vai detectar a emoção de todas as faces na imagem e não vai exibir os gráficos com as probabilidades no canto

haarcascade\_faces = diretorio + 'haarcascade\_frontalface\_alt.xml' # arquivo haarcascade

# define os tamanhos para as fontes

fonte\_pequena, fonte\_media = 0.4, 0.7

fonte = cv2.FONT\_HERSHEY\_SIMPLEX

expressoes = ["Raiva", "Nojo", "Medo", "Feliz", "Triste", "Surpreso", "Neutro"]

while (cv2.waitKey(1) < 0):

conectado, frame = cap.read()

if not conectado:

break # se ocorreu um problema ao carregar a imagem então interrompe o programa

t = time.time() # tempo atual, antes de iniciar (vamos utilizar para calcular quanto tempo levou para executar as operações)

# frame\_video = np.copy(frame) # faz uma copia do frame do video

if redimensionar: # se redimensionar = True então redimensiona o frame para os novos tamanhos

frame = cv2.resize(frame, (video\_largura, video\_altura))

face\_cascade = cv2.CascadeClassifier(haarcascade\_faces)

cinza = cv2.cvtColor(frame, cv2.COLOR\_BGR2GRAY) # converte pra grayscale

faces = face\_cascade.detectMultiScale(cinza,scaleFactor=1.2, minNeighbors=5,minSize=(30,30))

if len(faces) > 0:

for (x, y, w, h) in faces:

# se detectar mais de uma face então considera aquela que possui uma maior area na imagem

if unica\_face and len(faces) > 1:

max\_area\_face = faces[0]

for face in faces:

if face[2] \* face[3] > max\_area\_face[2] \* max\_area\_face[3]:

max\_area\_face = face

face = max\_area\_face

(x,y,w,h) = max\_area\_face # retorna as coordenadas e tamanhos da maior face detectada nesse frame

frame = cv2.rectangle(frame,(x,y),(x+w,y+h+10),(255,50,50),2) # desenha retângulo ao redor da face

roi = cinza[y:y + h, x:x + w] # extrai apenas a região de interesse (ROI) que é onde contém o rosto

roi = cv2.resize(roi, (48, 48)) # antes de passar pra rede neural redimensiona para o tamanho das imagens de treinamento

roi = roi.astype("float") / 255.0 # normaliza

roi = img\_to\_array(roi) # converte para array para que a rede possa processar

roi = np.expand\_dims(roi, axis=0) # muda o shape da array

# faz a predição - calcula as probabilidades

result = model.predict(roi)[0]

print(result)

if result is not None:

if unica\_face:

for (index, (emotion, prob)) in enumerate(zip(expressoes, result)):

# nomes das emoções

text = "{}: {:.2f}%".format(emotion, prob \* 100)

barra = int(prob \* 150) # calcula do tamanho da barra, com base na probabilidade

espaco\_esquerda = 7 # é a coordenada x onde inicia a barra. define quantos pixels tem de espaçamento à esquerda das barras, pra não ficar muito no canto.

if barra <= espaco\_esquerda:

barra = espaco\_esquerda + 1

# se o tamanho da barra for menor que o espaço da esquerda então deixa a barra com 1 pixel de largura

# isso é feito pois estamos usando esse valor para passar por coordenada, se for menor então a barra irá crescer pra esquerda

cv2.rectangle(frame, (espaco\_esquerda, (index \* 18) + 7), (barra, (index \* 18) + 18), (200, 250, 20), -1)

cv2.putText(frame, text, (15, (index \* 18) + 15), cv2.FONT\_HERSHEY\_SIMPLEX, 0.25, (0, 0, 0), 1, cv2.LINE\_AA)

resultado = np.argmax(result) # encontra a emoção com maior probabilidade

cv2.putText(frame,expressoes[resultado],(x,y-10), fonte, fonte\_media,(255,255,255),1,cv2.LINE\_AA) # escreve a emoção acima do rosto

if unica\_face and len(faces) > 1:

break

# se ja executou a face maior então não precisa percorrer as outras porque vai fazer a mesma coisa (pois vai fazer o mesmo cálculo pra ver qual é a maior)

# então usamos break pra pular para o próximo frame

# tempo processado = tempo atual (time.time()) - tempo inicial (t)

cv2.putText(frame, " frame processado em {:.2f} segundos".format(time.time() - t), (20, video\_altura-20), fonte, fonte\_pequena, (250, 250, 250), 0, lineType=cv2.LINE\_AA)

cv2\_imshow(frame)

saida\_video.write(frame) # grava o frame atual

print("Terminou")

saida\_video.release()

cv2.destroyAllWindows()

Para maior precisão podemos usar o Dblib, mas ele é mais lento.

Os modelos acima não funcionaram tão bem com rostos inclinados por conta do modelo ter sido treinado mais com rostos centralizados.

### Seç**ão 4:**

Tudo que foi mostrado é o mesmo conteúdo do módulo 12, por conta disso estarei anexando o relatório do módulo 12 junto.